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Background and Objective: There is much ethical concern regarding the use of artificial intelligence in 

various aspects of human life. The use of artificial intelligence should be in line with protecting the rights 

of subjects and observing ethics so that it will not to lead to widespread abnormalities. Observing ethical 

principles in the use of artificial intelligence will be the same as observing the laws related to subjects, and 

not being racist. The present study was conducted to identify important ethical challenges related to the 

use of artificial intelligence in the field of health, the proposed solutions to solve these challenges, and the 

impact of artificial intelligence on the quality and access to medical and health services in the field of 

health regarding the use of artificial intelligence. 

Methods: In this systematic review, articles related to the ethics of artificial intelligence in the field of 

health were examined using the scientific databases PubMed, Scopus, Google Scholar, and Web of 

Science, and using the keywords artificial intelligence, ethics, health, challenges of artificial intelligence, 

and plagiarism from 2000 to 2025. 

Findings: 820 studies were retrieved after conducting the search, of which 740 were excluded because 

they were outside the target time period or the topic was not related to the health field, and 80 studies were 

finally reviewed for their relevance. The results indicated that the use of this important technology in the 

health field, while providing a good opportunity for medical care, also poses ethical challenges. The correct 

use of artificial intelligence requires ethical, legal, and social decision-making. 

Conclusion: Based on the results of this study and the increasing advancement of artificial intelligence, 

researchers and scholars should consider observing the ethical and legal aspects of using artificial 

intelligence in research when writing scientific articles.  
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وجود دارد. استفاده از هوش هوش مصنوعی در ابعاد مختلف حیات انسان  از استفاده های زیادی از نظر اخلاقی درنگرانی :هدف و سابقه

های گسترده نشود. رعایت اصول اخلاقی در استفاده ها و رعایت اخلاق باشد تا منجر به ناهنجاریمصنوعی باید در راستاری حفظ حقوق آزمودنی

های اخلاقی مهم تی خواهد بود. هدف از این مطالعه، شناسایی چالشها، عدم نژادپرساز هوش مصنوعی همان رعایت قوانین مرتبط با آزمودنی

، تأثیر هوش مصنوعی بر کیفیت و دسترسی در ارتباط با استفاده از هوش مصنوعی در حوزه سلامت، راهکارهای پیشنهادی برای حل این چالش

 .باشدبه خدمات درمانی و بهداشتی در حوزه سلامت در مورد استفاده از هوش مصنوعی می
و  PubMed ،Scopus، Google Scholarهای داده علمی در این مطالعه مروری سیستماتیک با استفاده از پایگاه :هامواد و روش

Web of Science مصنوعی و سرقت علمی مقالات  هوش هایچالش سلامت، اخلاق، مصنوعی، هوش کلیدی هایو با استفاده از واژه

 . بررسی گردید 2222-2222های در حوزه سلامت طی سال مرتبط با اخلاق هوش مصنوعی
مقاله به دلیل اینکه خارج از بازه زمانی مورد نظر بوده و یا موضوع خارج از  042مطالعه بازیابی شد، که تعداد  022پس از جستجو تعداد  ها:یافته

نتایج  .وجه به ارتباط موضوعی دقیق مورد بررسی نهایی قرار گرفتمطالعه با ت 02مقالات حوزه سلامت بودند، از مطالعه خارج شدند و در نهایت 

کند، اما حاکی از آن بود که استفاده از این فناوری مهم در حوزه سلامت، با توجه به اینکه فرصت خوبی برای مراقبت در حوزه پزشکی ایجاد می

 .دباشهای اخلاقی، قانونی و اجتماعی میاز به تصمیم گیریهای اخلاقی نیز در بر دارد. برای استفاده صحیح از هوش مصنوعی نیچالش
در  باید جهت استفاده از هوش مصنوعی پژوهشگران و مصنوعی، محققان هوش افزون روز پیشرفت بر اساس نتایج این مطالعه و گیری:نتیجه

  .دهند قرار نظرمد  تحقیق، را در آن از های اخلاقی و قانونی استفادهنوشتن مقالات علمی، رعایت حیطه
 .های هوش مصنوعی، اخلاق، سلامت، سرقت علمیمصنوعی، چالش هوش های کلیدی:واژه

می علمجله . سلامت حوزه مقالات در آن هایچالش و مصنوعی هوش از استفاده در اخلاق اهمیت .دماوندی بالغی صدیقهمهرانگیز بالغی، ، پور هدایت بردیا ،زاهدپاشا یداله: استناد

 . 25e :20 ؛1424 .دانشگاه علوم پزشکی بابل
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 مقدمه

در حوزه درمان، سلامت پزشکی و مقاله نویسی نقش بسزایی دارد.  (Artificial Intelligence=AI) اهمیت اخلاق در استفاده از هوش مصنوعی

ز به های اخلاقی جدی نیها دارد. اما در عین حال چالشاین فناوری پتانسیل زیادی در تشخیص، درمان، پیشگیری و همچنین نقش عمیقی در زندگی انسان

هوش مصنوعی به عنوان (. 1و2کنند )یده نویسی و ادبیات تحقیق و ... از آن استفاده میهمراه دارد. محققان و پژوهشگران در موارد مختلفی چون کدنویسی، چک

عایت های اخلاقی در حفظ و رهای انسانی شود. همچنین موجب چالشبه صورت جداگانه فعالیت دارد و قابلیت این را دارد تا موجب دگرگونی ارزشفکر انسانی 

دگان بوده که برای رفع آن نیاز به کسب آگاهی بیشتر می باشد. نگارش مقالات تحقیقاتی نیاز به به یک فرآیند اصول اخلاق در مقاله نویسی برای نویسن

و همکاران نشان داده شد که در انجام تحقیقات، حساسیت اخلاقی بر کیفیت  Zahed Pasha(. در مطالعه 2پژوهشی دقیق و گسترده و سازمان یافته دارد )

 (.3ارد )پژوهش تاثیر بسزایی د

های مختلف تحقیق مانند: خلاصه نویسی، جستجوی مقالات و ... یک مزیت از آنجائیکه هوش مصنوعی به عنوان ابزاری قوی برای پژوهشگران در حیطه

وابستگی زیاد به این  های زیادی در خصوص استفاده از آن برای نشر مقاله و همچنین محرمانه بودن اطلاعات آن وجود دارد.آید، اما نگرانیبه حساب می

 (. 4تواند تاثیر خطرناکی در فرآیند تحقیق و پژوهش و همچنین به دنبال آن نشر مقالات داشته باشد )افزار مینرم

 های هوشماهیت سیستم. کندمینمایان اخلاق را  حوزه هایسازد، بلکه چالشنمی آشکارها را هوش مصنوعی و حوزه سلامت، تنها فرصت قویپیوند 

اخلاق پزشکی،  و موازین های انسانی و اصولبا ارزش آنهای توان اطمینان حاصل کرد که خروجیمی چطورآورد که می ذهنمصنوعی، این پرسش را به 

  .(1) همسو باشد

 همچنین از این فناوری وصحیح استفاده های درست در جهت فنی و اخلاقی مرتبط با سیستم هوش مصنوعی، ارائه راهکارپیچیده بودن از لحاظ با توجه به 

به  اعتماد بالا بردناحتمالی و ک برای کاهش ریس درست و مستحکمتدوین چارچوب نظارتی و اخلاقی ، مهم بوده و اخلاق پزشکیش آن با ارزبودن  همسو

  .اهمیت داردهای درمانی در محیطابن نرم افزار 

ت. علمی شکل گرفته اس انتشار مقالاتل اخلاقی در کاربست هوش مصنوعی در حوزه سلامت و با هدف بررسی اهمیت رعایت اصو مطالعهبنابراین، این 

شفاف  ،صادقانهبر ضرورت توسعه و تدوین یک چارچوب نظارتی اخلاقی  واز این فناوری است  درست و دقیقارائه راهکار عملی برای استفاده و در جستجوی 

از امل ک اطمینان دریافتبرای  جامعه و متخصصان حوزه سلامت به این ابزارعموم اعتماد تا های احتمالی آن به حداقل برسد کند تا ریسکو جامع تأکید می

 .جلب گردد سلامتاز منافع آن در مسیر ارتقای  بالامندی بهره

 مواد و روش ها

 با و Web of Science و PubMed، Scopus Google Scholar علمی داده هایپایگاه از ادهاستف با سیستماتیک مروری مطالعه این در

 حوزه در مصنوعی هوش اخلاق با مرتبط مصنوعی و سرقت علمی مقالات هوش هایچالش سلامت، اخلاق، مصنوعی، هوش کلیدی هایواژه از استفاده

 .گردید جستجو و بررسی 2222-2222 هایسال طی سلامت

 یافته ها

مقاله به دلیل اینکه خارج از بازه زمانی مورد نظر بوده و یا موضوع خارج از مقالات حوزه  042مطالعه بازیابی شد، که تعداد  022پس از جستجو تعداد 

  .(1گرفت )نمودار مطالعه با توجه به ارتباط موضوعی دقیق مورد بررسی نهایی قرار  02سلامت بودند، از مطالعه خارج شدند و در نهایت 

های اخلاقی به همراه داشته باشد. با توجه به تواند چالشادغام هوش مصنوعی و انتشار مقالات خوب است اما می: های اخلاقیارزش و هوش مصنوعی

ه فقط استفاده از هوش مصنوعی را بتواند نیروی کمکی در نشر مقالات باشد. اما بسیاری از دانشمندان، اینکه هوش مصنوعی به عنوان ابزاری قدرتمند می

ها است. بدین صورت که بنا به درخواست، الگوی مورد نظر را پیدا (. یکی از مهمترین ایرادات هوش مصنوعی ماهیت داده1و4عنوان یک نویسنده قبول ندارند )

هایی که توسط فردی کد گذار شده، درست و ا ممکن است دادهدهد. شاید به نظر درست باشد، امهای پیدا شده، پیشنهادی ارائه میکند و بر حسب دادهمی

تواند منجر به گزارش نادرست شود. لذا پژوهشگران باید در استفاده از (. بنابراین آنچه که هوش مصنوعی پیدا کرده، همیشه درست نیست و می2واقعی نباشد )

باشد و نسبت به انسان به حجم بالاتری دسترسی داشته و اطلاعات تر مینسان سریعهوش مصنوعی نهایت رعایت اخلاق را داشته باشند. هوش مصنوعی از ا
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باشد که از قوانین (. نیاز می0(. هوش مصنوعی و اخلاق باید در موازت هم قرار بگیرند و با هم همسو باشند )5کند )به دست آمده را آسان تفسیر و پردازش می

وان نقش آن را تباشد و نمیهای اخلاقی بر هیچ کسی پوشیده نمیگیری استفاده شود. اثر این ابزار قدرتمند بر ارزشهای یادو آیین اخلاقی در پرورش ماشین

 باشد بسته به پرورش آن در بعضی از اوقات در استمرارباشد و قادر به فعالیت میبر زندگی انسان کتمان کرد. در واقع به عنوان یک شخص دارای فکر نو می

(. استفاده از این فناوری مهم در حوزه سلامت، با توجه به اینکه فرصت خوبی برای 5و0شود )های اخلاق انسانی گام برداشته و موجب ترویج آن میحفظ ارزش

، قانونی ای اخلاقیههای اخلاقی نیز در بر دارد. برای استفاده صحیح از هوش مصنوعی نیاز به تصمیم گیریکند، اما چالشمراقبت در حوزه پزشکی ایجاد می

های کامل این فناوری در حوزه پزشکی با حفظ حقوق معنوی و رعایت اصول اخلاقی استفاده نمود توان از تواناییباشد و تنها در اینصورت میو اجتماعی می

 باشد.احان آن میشود، نیاز به کسب مجوز از طرهای تحقیقاتی استفاده میکه از ابزارها و پرسشنامه (. خصوصاً در مواردی0)

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 مراحل ورود، ارزیابی و غربالگری مطالعات جستجو شده. نمودار پریزما، 1نمودار 

 

باشد. ها برای کاربران در فضای سایبری میترین مواردی که تحت تاثیر این تکنولوژی نوظهور قرار گرفته، موضوع ایمنی دادهیکی از مهمها: ایمنی داده

ها مهم است که بدانیم این دادهداده داریم، نیاز به یکی از معضلات اخلاقی است. برای تنظیم هوش مصنوعی ، هاحریم خصوصی برای استفاده از دادهحفظ 

حفظ  باشد. برایمی حریم خصوصیو حفظ ها حفاظت از دادهبرای قوی  هایروشنیاز به قوانین و چطور آمده و چگونه از آن استفاده کنیم. برای کابرد درست، 

و توجه مداوم نیاز به  کهوجود دارد و احترام به حقوق حریم خصوصی افراد، یک چالش اخلاقی مهم AIهای ها برای پیشرفتمناسب بین استفاده از دادهتعادل 

ر این اطلاعات مربوط به بیماران و جزئیات پزشکی و باشد. زیرا بیشتدر نشریات حوزه سلامت از اهمیت زیادی برخوردار می هاامنیت داده(. 9ای دارد )ویژه

ای با کمک هوش مصنوعی تولید شود، باید های مقالهدرمانی آنان است، که آشکار سازی ناخواسته آن عواقب قانونی و اخلاقی را در بر دارد. در صورتی که داده

 (.12و11از این ابزارهای هوش مصنوعی بر اساس اطلاعات عمومی برنامه ریزی شده است ) ها اجازه تکثیر دارد یا خیر. البته برخیمشخص گردد که آیا این داده

 قراربررسی مورد  از نظر سوگیریهای هوش مصنوعی برای استفاده در مقاله دادهبرای کاهش خطرات اخلاقی باید : خطرات اخلاقیراهکارهای کاهش 

ها ابزارها جهت کد گذاری، منحصر کردن استفاده از اطلاعات، بررسی مستمر امنیت دادهاستفاده از غیر منصفانه ممانعت شود. همچنین اطلاعات  نشرتا از  گیرد

، یدر پردازش مقالات، آموزش مداوم محققین در مورد امنیت و حریم خصوصی، مشخص بودن نقش هوش مصنوعی در انتشار مقاله، ذکر منبع هوش مصنوع

 های اخلاق در پژوهش جهت استفاده از هوش مصنوعی و پیروی از استاندارهای اخلاق در استفاده از این ابزار باید مدنظر قرار گیرد.همکاری کمیته نظارت و

 

 

 

 

 
 

 

 
 

 

 

 

 

 

 

 

 
 

 

 

 

 

 که  ی جستجو در پایگاهها به دست  مده است عداد مقا  ی 

(821=n) 

 (n=151)علت موارد  کراری   عداد مقا ت حذف شده، به

 (n=195)  عداد مقا ت حذف شده، به علت خار  از بازه زمانی مورد ن ر

 (n=395) عداد مقا ت حذف شده، به علت خار  از حوزه مورد بررسی 

 

 (=81n) عداد مقا ت وارد شده در مطالعه 
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اند. با این سآسیب جدی بر محققانتواند به اعتبار می کهبخشودنی است  ای ناو حرفه باشدسرقت علمی یک نوع تخلف پژوهشی در مقاله میسرقت علمی: 

در نوشتن پروپوزال، پایان نامه و مقاله به علت نداشتن وقت کافی و عدم مهارت، ندانسته دچار اشتباه  دانشجویان یا نویسندگان بعضعی اوقات، ممکن است وجود

وعی ترین ویژگی هوش مصن. که مهمباشدشود، یکی از کاربردهای هوش مصنوعی کمک به رفع مشابهت علمی و ادبی میشوند که منجر به سرقت علمی می

 در خصوص سرقت ادبی شامل موارد زیر می باشد:

 تواند متن را تحلیل کند و از نظر مشابهت یابی با سایر متون بررسی و مقایسه کند.تجزیه و تحلیل محتوا: هوش مصنوعی می -

 نماید. ها را بررسیها مقایسه کند و در بازه زمانی کوتاه، دادهبا سایر پایگاهتواند ساختار متون را سریع تشخیص دهد و : هوش مصنوعی میAIسرعت بالای  -

 باشد.بروز رسانی سریع: هوش مصنوعی قادر است به طور دائم خودبخود بروزرسانی شود بنابراین دارای دقت بالایی می -

هایی همچون خطاهای محاسباتی، کرد. اما با این وجود ممکن است چالش های اخلاقی برنامه ریزیتوان مطابق با قوانین و آیین نامهرا می هوش مصنوعی

این ویژگی منحصر به فرد هوش مصنوعی کاربرد (. 12و13) مسئله حریم خصوصی، سرقت در ایده و اختراعات دیگر پژوهشگران و ... نیز وجود داشته باشد

کرده باشد،  خود کپی متن مقالهرا از یک منبع آنلاین برای  افیپاراگرفردی مثال، اگر  طوریافته است. به  ،یا همان سرقت ادبی مقالات ژریسمدر رفع پلا مهمی

 (.12) یا مفهوم استفاده کندی ها به زبان خود، بدون تغییر معنتواند از هوش مصنوعی برای بازنویسی آن پاراگرافمی

پذیری ولیتسؤالاتی در مورد مسئ موجبکه  هایی برداردگامگیری کند و تصمیم خودفرمانطور  بهتواند هوش مصنوعی می ابزار: شفافیت و پاسخگوییعدم 

هم و ضروری یت دارد، ممسئول فردیشود، تعیین اینکه چه می نقص یا خسارت موجبداشته یا  نامطلوبی نتایجکه یک هوش مصنوعی  زمانیکند. ایجاد می آن

و  AIهای . علاوه بر شفافیت در الگوریتمباشدمیاخلاقی  مهم یکی از ملاحظات AIسئولیت برای تصمیم گیری شفاف و م پاسخگویی. ایجاد باشدمی

(. بنابراین نبود شفافیت موجب، عدم 12و13باشد )مهم و ضروری می، انسانیدار یگیری برای اطمینان از اعتماد و فعال کردن نظارت معنفرآیندهای تصمیم

 شود.استفاده از این فناوری میاعتماد عموم و سوء 

هوش مصنوعی تفسیر شدنی، حق آگاهی داشتن برای کاربران هوش  گسترش :راهکارهای پیشنهادیراهکار جهت با  بردن شفافیت و پاسخگویی: 

 از لحاظ دقت و سوگیری، بالا بردنمصنوعی )چگونگی بررسی(، ایجاد چارچوب و قوانین حقوقی جهت مسئولیت پذیری در خطاها، ایجاد نهادهای ناظر اخلاقی 

 .باشدسطح آموزش عموم در استفاده از هوش مصنوعی می

 بحث و نتیجه گیری

و همکارانش  Weinerدر مطالعه  .برخوردار است بالاییپتانسیل از استفاده از هوش مصنوعی در حوزه سلامت در این مطالعه مروری نشان داده شد که 

های مختلف سلامت و نگارش مقالات را متحول کرده است و ادغام آن باشد، نشان داده شد هوش مصنوعی با سرعت بالایی بخشکه همسو با این مطالعه می

ز زندگی انسان و پژوهشگران هوش مصنوعی وارد چرخه جدیدی ا .( که نیاز به بررسی دقیق دارد1های اخلاقی قابل توجهی به همراه دارد )در سلامت چالش

و همکاران نشان داده  ElHassanو همکاران و  Mathenyتواند تاثیر مثبتی در تحقیق بگذارد. در مطالعه شده است، که با پیشرفت و یادگیری عمیق می

(. در 14و12باشد )های بزرگ میه سلامت از مسئولیتشد، اطمینان از استفاده درست و موثر از این ابزار در تحقیقات برای حمایت از علم و ارئه خدمات در حوز

(. از 15باشد )و همکاران همسو می Sahooباشد که با نظر این مطالعه نشان داده شد، هوش مصنوعی به عنوان ابزاری حیاتی در جهت تحقیقات علمی می

 هایهای متمرکز بر حریم خصوصی ارائه شود که با ارزشیستمهایی برای طراحی سکند تا راهنماییهمکاران هوش مصنوعی کمک می و Shresthaنظر 

 .(10کند )اجتماعی همسو باشد و اعتماد را در بین کاربران ایجاد می

و  زیانگجانیه یهافرصت ،و در آینده انتشارات دانشگاهی دهدیمختلف ادامه م هایقسمتخود در  شرفتیبه پ یهوش مصنوع، Karuppalدر مطالعه 

به  یریگمیحل مسئله و تصم ،یریادگکه در ی دهدیرا ارائه ماست،  شدهمی انجام انسان مغز توسط قبلاً که وظایفی انجام برای یمنحصر به فرد یهاچالش

و  یاخلاق یامدهایپ در نتیجهمانع باشد  کیو هم  تیمز کیهم  تواندیم یهوش مصنوع میمهم است که اذعان کن اریبس ،(. بنابراین10شود )گرفته میکار 

 شود. نیتضم ینگارش پزشک فیآن در ط دیبا دقت در نظر گرفته شود تا ادغام مسئولانه و مف دیآن با یعمل

( 19ه است )تاگرچه اصول اخلاقی اساسی اعلامیه هلسینکی در خصوص اخلاق پزشکی پایدار هستند، اما این اعلامیه چندین بار نیز مورد بازنگری قرار گرف

ه توجه به و همکاران نشان داد ک Baleghi Damavandi(. نتایج مطالعه 22تا با مسائل معاصر پیش روی انجام تحقیقات حوزه سلامت همگام باشد )

 (.21) اخلاق پژوهشگری بر کیفیت تحقیق تأثیر بسزایی دارد
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وری های حوزه پزشکی، توانایی بهبود کیفیت نتایج، همچنین عملیات تشخیصی و بهرهسازی هوش مصنوعی در سیستمو همکاران پیاده Imamاز نظر 

ا رشد کاربردهای آن، موضوع رعایت اصول و قوانین، اخلاق و مقررات آن مطرح است. را دارد. با این وجود، با ادغام هوش مصنوعی در حوزه سلامت همراه ب

ل های قانونی هستند که باید برای رفع این مسائهای قانونی مورد توجه عمدتاً مسئولیت، خلاهای قانونی گسترده موجود و حقوق مالکیت معنوی و چارچوبحوزه

 (. 22قانونی رو به رشد توسعه داده شوند )

خواهد که رویکردی استراتژیک بنابراین، از مقامات نظارتی می .کنداین مطالعه بر مفهوم نوآوری هوش مصنوعی و مسئولیت پذیری در قبال آن تأکید می

یری از طریق ه با سوگهکارهایی برای مقابلو سیستماتیک نسبت به این فناوری ارائه دهند و هوش مصنوعی را به اعلام مواضع خود تشویق کنند. همچنین راه

بخشی و همچنین دادن انگیزه برای (. مشروعیت23و24باشد )همسو می Ahmedو همکاران و  Websterها ایجاد کنند، که این موضوع با نظر تنوع داده

(. حمایت 24شود )ضروری تلقی میمشارکت جامعه برای پیاده سازی هوش مصنوعی به عنوان یک فناوری مدرن با رعایت اصول و قوانین مرتبط با آن امری 

 (. 22-20شود )سازی آن، امری ضروری تلقی میدر جهت استفاده از این فناوری به صورت درست و اخلاقی و توجیه پیاده

مورد توجه  ر جدیهای اخلاقی مرتبط با هوش مصنوعی را به طواین پتانسیل، باید چالشرسیدن  تحققبه برای  تمام مسائل مطرح شده در این مطالعه، با

گذاران تسیاس مدرسین وهوش مصنوعی، پزشکان، و کابران همکاری بین متخصصان به این امر نیازمند  در نظر گرفت. مدیریت آن جهتقرار داد و راهکارهایی 

در راستای تدوین  .گیردکه هوش مصنوعی به طور مسئولانه، منصفانه و در راستای منافع همگان مورد استفاده قرار می کرداطمینان حاصل  بتوان تا باشد،می

 موارد ذیل را در نظر داشت: بایدقوانین و رعایت اصول اخلاقی در استفاده از هوش مصنوعی 

 معیارهای اب مطابق، و دقیق باشد بوده، قدرتمندپایبند  انی و قوانین مرتبط با آنی انسهابه ارزش، احترام بگذاردوانین اخلاقی و به ق بودهقانون  مطابق

 یگیری باشد،، شفاف و قابل پاز اصل عدالت تبعیت کندی فرد استفاده کننده نشود، آسیب جسمی و روان ، موجبرا تضمین کند فرداستقلال  ،دعمل کنعلمی 

 داشت.نظر  هوش مصنوعی باید تنوع فرهنگی را دری در اخلاق همچنین برای تدوین مسائلبرای تدوین کدهای اخلاق مقالات هوش مصنوعی و 

جهت استفاده از هوش مصنوعی در نوشتن مقالات علمی باید با  پژوهشگران، و مصنوعی، محققان هوش افزون روز پیشرفت و شده یاد موارد به توجه با

فناوری هوش مصنوعی در حوزه سلامت هم یک فرصت خوب است و  .تحقیق توجه کنند در آن از استفادهبیشتر و رعایت حیطه های اخلاقی جهت  مطالعات

شود. از طرفی موجب بالابردن سرعت، دقت و کیفیت در حوزه سلامت و درمانی می شود و از طرفی ممکن است بدون رعایت هم یک نوع تهدید محسوب می

شود. برای استفاده درست از هوش ن صورت منجر به تبعیض، کاهش مسئولیت و عدم رعایت حقوق بیمار میاصول و چارچوب اخلاقی اجرا گردد که در ای

این  رمصنوعی نیار به همکاری بین گروه متخصصین این فن )جهت طراحی درست و شفاف(، جامعه پزشکی )نظارت اخلاقی و بالینی، همچنین نقش انسان د

باشد. استفاده ن و طراحی قوانینی درست، محکم و اصولی برای حمایت از حقوق بیمار در استفاده از هوش مصنوعی میتصمیم گیری( و سیاستگذاران جهت تدوی

 .از آن در حوزه سلامت، باید عادلانه شفاف و انسان محور باشد تا بتواند در حوزه سلامت و درمان در جهت تحولی مثبت عمل کند

  قدیر و  شکر 

  .گرددقدردانی می بابل واحد اسلامی آزاد دانشگاه پرستاری گروه و بابل پزشکی علوم و فناوری دانشگاه تحقیقات معاونتاز بدینوسیله 
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